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Abstract. A possibility of a strong change of an electromagnetic signal by a short sequence of time cycles

of pulses that modulate the medium parameters is shown. The backward wave is demonstrated to be an

inevitable result of the medium time change. Dependence of the relation between backward and forward

waves on the parameters of the medium modulation is investigated. The finite statistical complexity of the

electromagnetic signal transformed by a finite sequence of modulating cycles is calculated. Increase of the

complexity with the number of cycles is shown.

Key words: electromagnetic transients, integral equations in time domain, time-varying medium

1. Introduction

Interactions between optical pulses and semiconductor active media in
waveguides are of significant importance in optical communication tech-
nology (Chi et al. 2001). Optical frequency conversion represents an impor-
tant on-going issue in optics and optical engineering and has received
considerable attention lately (Jeong and Lee 2001). Recently time-domain
techniques for solving such electromagnetic problems have been actively
discussed in the literature, mainly owing to their superiority in solving wide-
band problems in comparison to frequency-domain methods (Shifman and
Leviatan 2001).
Parametric phenomena in active media have long been studied in con-

nection with the generation and amplification of electromagnetic waves
through the charges interaction with a spatial periodic medium (Fainberg
and Khizhnjak 1957; Bekefi 1986), or by the time modulation of the medium
parameters (Morgenthaler 1958; Ostrovsky and Stepanov 1971; Averkov
et al. 1980; Stolyarov 1983; Harfoush and Taflove 1991). Other goal of in-
vestigations of such transient electromagnetic phenomena is a problem of
electromagnetic signal controlling by a temporal adjustment of the medium
parameters, especially the semiconductor medium, that is important in de-
veloping optoelectronic systems (Wiesenfeld 1998). One of the possible ways
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of such an adjustment consists of a change of medium parameters by a finite
packet of identical cycles of the change.
It is known that a single abrupt change of medium parameters leads to

changing of the wave frequency and amplitude or the pulse shape. To con-
struct the desired behaviour of the field one has to use a complex modulation
of medium parameters. However, a sinusoidal disturbance of the permittivity
or conductivity is mostly used. Even in this case, not to mention more so-
phisticated kinds of modulation, the interaction is complex and its investi-
gation can be made only approximately, especially when the period of
modulation cycles is comparable with the period of the affected field. The
complexity of the problem arises when only a few cycles of the modulation
are considered as in ultrafast optics.
However, modelling of these interactions can reveal major features of the

phenomena even using a simple law of the change of the medium parameters
like a finite packet of pulses of a simple form. It has been shown in (Nerukh
1999) that in the case of the sequence of the rectangular pulses the amplitude
of the harmonic plane wave can have monotonic as well as irregular be-
haviour with increasing the number of pulses.
In this paper the influence of the medium parameters altered by the law of

a finite sequence of rectangular cycles on an electromagnetic pulse is con-
sidered. Investigation is based on the Volterra integral equation method that
allows considering problems with arbitrary primary signal.
In the statement of the problem the values of the permittivity and the

conductivity jumps do not have any limitations nor do the durations of the
intervals of the parameters change. It is shown that the influence of one cycle
of the medium modulation on the signal leads to splitting the latter into two
new signals with the same envelope. Next cycles of the medium modulation
make the picture very complex, its behaviour changes in a complex way from
one modulation cycle to another, and it depends strongly on the number of
the modulation cycles and on the phase of the medium modulation cycle at
which the modulation is stopped. Exact expressions for transformation of a
plane electromagnetic wave by a finite packet of cycles of the medium pa-
rameters change are obtained. This allows analysing relationships between
backward and forward secondary waves on the disturbance intervals as well
as on the inactivity ones.
It is shown that in the case of non-dissipative medium one can derive the

exact expressions for the transformed field induced by an arbitrary initial
signal. Pulse shaping in such a non-dissipative medium for the primary
Gaussian pulse is investigated in detail on both disturbance and inactivity
intervals of an arbitrary modulation cycle. Dependence of the pulse trans-
formation and its complexity on the number of cycles is calculated. The
complexity calculation is done in the framework of Crutchfield’s ‘computa-
tional mechanics’ approach.
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2. Evolution equations for electric field

We consider an unbounded dielectric dissipative medium where electro-
magnetic field E0ðt; xÞ exists. Beginning from the zero moment of time the
medium permittivity and conductivity change under the action of the external
forces as a finite packet of repeating cycles. Thus, the permittivity and the
conductivity of the medium receive constant magnitudes e1 and r on the
disturbance intervals of the cycles and they have constant magnitudes e and
r ¼ 0 on the inactivity intervals of the cycles.
The problem is described by the Volterra integral equation approach

(Nerukh and Khizhnyak 1991; Nerukh et al. 1998, 2001), according to which
a lateral-to-x-axes component of the electric field vector on the medium dis-
turbance interval on the nth cycle, ðn � 1ÞT < t < T1þ ðn � 1ÞT ; n ¼ 1; . . . ;N
where T is the duration of the cycle of the parameters change, T1 is the
duration of the disturbance interval of each cycle, is determined by the op-
erator formula (Nerukh 1999)

En ¼ Fn�1 þ RFn�1; n � 1 ð1Þ

where R is the problem resolvent operator (see Equation (16) in Appendix A).
The free term in Equation (1) is determined by the field magnitudes on the

previous cycles

Fn�1ðt;xÞ ¼ F0ðt;xÞ�
1

2a2
2bþð1� a2Þ o

ot

� �Xn�1
k¼1

ZkTþT1

kT

dt0
Z1
�1

dx0 dðvðt� t0Þ

�jx� x0jÞEkðt0;x0Þ; n� 2 ð2Þ

In this equation a ¼
ffiffiffiffiffiffiffiffi
e=e1

p
and b ¼ r=ðe0e1Þ are normalized medium pa-

rameters, e0 is the vacuum permittivity, v ¼ c=
ffiffi
e

p
and v1 ¼ c=

ffiffiffiffi
e1

p
are the

phase velocities, c is the light velocity in vacuum, and dðtÞ is the Dirack delta-
function. The values ðe1 � eÞ and r1 do not have any limitations, nor do the
durations T and T1.
The free term with zero index is equal to the initial field F0ðt; xÞ ¼ E0ðt; xÞ.
On the inactivity interval of the nth cycle, T1 þ ðn � 1ÞT < t < nT ; n ¼

1; . . . ;N , the field equals to the free term of the equation, En ¼ Fn. An ex-
ample for the time intervals when the packet consists of three cycles, N ¼ 3, is
shown in the Fig. 1.

3. Signal transformation by one time jump of medium parameters

First, we consider the transformation of the primary field E0ðt; xÞ ¼
F0ðt; xÞ ¼ f ðx � vtÞ caused by a single time jump of the permittivity and
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conductivity at zero moment when they change to the values e1 and r
(a ¼ const; b ¼ const). Here, f ðxÞ is an arbitrary function describing the field
before the zero moment. The formula (1) with n ¼ 1 yields the transformed
field (Nerukh 1999):

E1ðt; xÞ ¼
a
2
expð�btÞ ða � 1Þf ðx � v1tÞ þ ða � 1Þf ðx þ v1tÞ½ � þ Uðt; xÞ: ð3Þ

where

Uðt; xÞ ¼ ab
2
expð�btÞ

Z t

0

� f x þ v1
ffiffiffiffiffiffiffiffiffiffiffiffiffi
t2 � z2

p� �
� f x � v1

ffiffiffiffiffiffiffiffiffiffiffiffiffi
t2 � z2

p� �h in
I1ðbzÞ

þ a f x þ v1
ffiffiffiffiffiffiffiffiffiffiffiffiffi
t2 � z2

p� �
þ f x � v1

ffiffiffiffiffiffiffiffiffiffiffiffiffi
t2 � z2

p� �h itI1ðbzÞ � zI0ðbzÞffiffiffiffiffiffiffiffiffiffiffiffiffi
t2 � z2

p
�
dz

ð4Þ
and InðzÞ is the modified Bessel function.
The terms in the square brackets in Equation (3) describe two waves that

travel in opposite directions with new phase velocity and may be thought of
as splitting of the primary wave. They give a discrete part of the transformed
signal while the last term Uðt; xÞ is the continuous superposition of the waves
that is formed only when the medium conductivity is non-zero (b 6¼ 0) and it
is absent in non-dissipative medium.
If the primary field is a plane harmonic wave, that is f ¼ exp½ið�xt � kxÞ�,

the continuous superposition can be calculated explicitly (Nerukh 1999) and
the transformed field consists of two waves

E1ðt; xÞ ¼
a2

2
expð�bt � ikxÞ 1þ�x þ ib

X

� 
expðitXÞ

�

þ 1��x þ ib
X

� 
expð�itXÞ

�
ð5Þ

with new amplitudes and new frequencies X ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x21 � b2

q
where x1 ¼ ax.

Fig. 1. Time intervals for the definition of the equations.
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4. Transformation of a plane electromagnetic wave by a finite packet

of modulation cycles

The same picture we observe in the case of N cycles of the medium para-
meters change, namely, the primary harmonic wave E0ðt; xÞ ¼ exp½iðxt � kxÞ�
is transformed into two (direct and inverse) waves En ¼ expð�bt � ikxÞ�
Cn expðiXtÞ þ Dn expð�iXtÞ½ � on each disturbance interval of the nth cycle
(Nerukh 1999). These waves have the same frequency as in Equation (5) but
their amplitudes change in more complex way

Cn ¼
a2

2X
expððn � 1ÞbT � iðn � 1ÞXT Þ½c11An�1 expðiðn � 1ÞxT Þ

þc12Bn�1 expð�iðn � 1ÞxT Þ�;

Dn ¼
a2

2X
expððn � 1ÞbTþiðn � 1ÞXT Þ½c21An�1 expðiðn � 1ÞxT Þ

þc22Bn�1 expð�iðn � 1ÞxT Þ�; n > 1;

ð6Þ

where c11 ¼ X þ x þ ib; c12 ¼ X � x þ ib; c21 ¼ X � x � ib; c22 ¼ X þ x�
ib and An;Bn are amplitudes of the waves on the inactivity interval of the
previous cycle.
On the inactivity interval of the nth cycle the field En ¼ Fn ¼

expð�ikxÞ An expðixtÞ þ Bn expð�ixtÞ½ � also consists of two waves but with the
frequencies of the primary wave and new amplitudes that satisfy the recur-
rent relations

An ¼
1

2X
expð�ðb þ ixÞT1Þ l11An�1 þ l12Bn�1 expð�i2ðn � 1ÞxT Þ½ �;

Bn ¼
�1
2X
expð�ðb � ixÞT1Þ l21An�1 exp½ði2ðn � 1ÞxT Þ þ l22Bn�1½ �; n > 1;

ð7Þ

where

l11 ¼ ixða2 þ 1Þ sinXT1 þ 2X cosXT1; l12 ¼ i xða2 � 1Þ þ 2ib
� �

sinXT1

l21 ¼ i xða2 � 1Þ � 2ib
� �

sinXT1; l22 ¼ ixða2 þ 1Þ sinXT1 � 2X cosXT1

So, the influence of one cycle of the medium modulation onto the elec-
tromagnetic wave leads to splitting of the latter into two new waves with the
new frequencies and amplitudes and travelling in opposite directions with a
new phase velocity. The next cycles of medium modulation make the picture
of the field very complex. Nevertheless, in the case of a harmonic plane wave
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the transformed field preserves the structure of the first transformation, so
that it consists of two harmonic plane waves with remaining wavenumber,
bounding frequency and amplitudes changing in a complex way from one
modulation cycle to another. Appearance of inverse waves is inevitable result
of the medium time change.

5. Relations between direct and inverse waves

To simplify the notation it is convenient to use the dimensionless parameters
~TT ¼ xT ; ~TT1 ¼ xT1 and the reduced amplitudes an ¼ An expðin~TT Þ; bn ¼
Bn expð�ineTT Þ; cn ¼ Cn expðiðn � 1ÞqeTT Þ; dn ¼ Dn expð�iðn � 1ÞqeTT Þ where
q ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � s2

p
; s ¼ b=x.

The relation between the direct and inverse secondary wave amplitudes
following from Equations (6) and (7) are given by the ratios:
on the disturbance intervals:

wN ¼ dN

cN
¼ fp2 þ ðp1 � p2ÞrN�1g�cc21 þ p1p2�cc22

fp2 þ ðp1 � p2ÞrN�1g�cc11 þ p1p2�cc12
; ð8Þ

on the inactivity intervals:

pN ¼ bN

aN
¼ p1p2

p2 þ ðp1 � p2ÞrN
; N � 2; ð9Þ

Here,

p1 ¼ � h
m
; p2 ¼ � hðm þ m�Þ

hh� þ m2
; �cc11 ¼ �cc�22 ¼ q þ 1þ is;

�cc12 ¼ �cc�21 ¼ q � 1þ is; a1 ¼ m; b1 ¼ �h;

m ¼ 2q cosðq
eTT1Þ þ iða2 þ 1Þ sinðqeTT1Þ

2q
exp½�seTT1 þ iðeTT � eTT1Þ�;

h ¼ i 1
2q

ða2 � 1� i2sÞ sinðqeTT1Þ exp½�seTT1 � iðeTT � eTT1Þ�
and symbol (*) denotes the complex conjugate value. The variable rN is
determined by a real sequence

rNþ1 ¼
4u2

4u2 � rN
; r1 ¼ 0:
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which behaviour and behaviour of the amplitude ratios wN and pN are de-
termined by the magnitude of the generalized parameter

u ¼ cosðqeTT1Þ cosðeTT � eTT1Þ � a2 þ 1
2q

sinðqeTT1Þ sinðeTT � eTT1Þ: ð10Þ

When u2 > 1 the amplitudes change monotonically with the number of
modulation cycles as shown in Fig. 2 for u ¼ 1:0002. The behaviour has non-
monotone and even irregular character if u2 < 1. Fig. 3 corresponds to
u ¼ 0:98988 when the monotonic behaviour of the amplitudes ratio breaks
and at some cycle the amplitude of the inverse wave relative to the direct one
is minimal. In both cases the ratio of the amplitudes on the disturbance and
inactivity intervals have similar character. The case when the behaviour of

N
N

u=1.0002

Fig. 2. Relations between direct and inverse secondary wave amplitudes for the parameters of modulation

a ¼ 1:5, s ¼ 0:01, eTT1 ¼ 3:68, eTT2 ¼ 0:52.

N
N

u=0.9898

Fig. 3. Relations between direct and inverse secondary wave amplitudes for the parameters of modulation

a ¼ 1:5, s ¼ 0:01, eTT1 ¼ 3:65, eTT2 ¼ 0:52.
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the amplitudes has quasi-chaotic character is shown in Fig. 4. Here
u ¼ 0:18978 and the ratio of the amplitudes on the disturbance intervals does
not correlate with the ratio on the inactivity ones. This allows changing the
ratio considerably by small variations of the number of modulation cycles.

6. Pulse shaping in non-dissipative medium

When the conductivity of the medium is equal to zero the exact expressions
for the transformed field can be derived explicitly for an arbitrary initial
signal E0ðt; xÞ ¼ F0ðt; xÞ ¼ f ðx � vtÞ using a simple form for the resolvent, see
Equation (18) in Appendix A. The transformed field on the disturbance
interval of the nth cycle, n > 1, consists of two, forward and backward signals

Enðt; xÞ ¼ EðþÞ
n ðt � x=v1Þ þ Eð�Þ

n ðt þ x=v1Þ; ð11Þ

that are determined by the free term on the previous cycle:

EðþÞ
n ðt � x=v1Þ ¼

a
2

ða þ 1ÞF ðþÞ
n�1

t � x=v1
a

� ða � 1Þðn � 1ÞT
� �

þða � 1ÞF ð�Þ
n�1 � t � x=v1

a
� ða þ 1Þðn � 1ÞT

� �
;

Eð�Þ
n ðt þ x=v1Þ ¼

a
2

ða � 1ÞF ðþÞ
n�1 � t þ x=v1

a
� ða þ 1Þðn � 1ÞT

� �

þða þ 1ÞF ð�Þ
n�1

t þ x=v1
a

þ ða � 1Þðn � 1ÞT
� �

: ð12Þ

Fig. 4. Relations between direct and inverse secondary wave amplitudes for the parameters of modulation

a ¼ 1:5, s ¼ 0:01, eTT1 ¼ 0:55, eTT2 ¼ 0:52.
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On the inactivity interval of the nth cycle the field is equal to the free term

En ¼ Fnðt; xÞ ¼ F ðþÞ
n ðt � x=vÞ þ F ð�Þ

n ðt þ x=vÞ; ð13Þ

where

F ðþÞ
n ðt � x=vÞ ¼ F0ðt � x=vÞ

� 1

2a2
Xn�1
k¼0

ða þ 1Þ EðþÞ
kþ1

t � x=v
a

þ a � 1
a

ðkT þ T1Þ
� ��

�EðþÞ
kþ1

t � x=v
a

þ a � 1
a

kT
� �

� ða � 1Þ Eð�Þ
kþ1 � t � x=v

a
þ a þ 1

a
ðkT þ T1Þ

� �

�Eð�Þ
kþ1 � t � x=v

a
þ a þ 1

a
kT

� ��
;

F ðþÞ
n ðt þ x=vÞ ¼ �1

2a2
Xn�1
k¼0

ða � 1Þ EðþÞ
kþ1 � t þ x=v

a
þ a þ 1

a
ðkT þ T1Þ

� ��

�EðþÞ
kþ1 � t þ x=v

a
þ a þ 1

a
kT

� �

� ða þ 1Þ Eð�Þ
kþ1

t þ x=v
a

þ a � 1
a

ðkT þ T1Þ
� �

�Eð�Þ
kþ1

t þ x=v
a

þ a � 1
a

kT
� ��

: ð14Þ

To show the dependence of the signal transformation on the number of
cycles in the modulation packet we have considered the following model. The
primary field in the form of the Gaussian pulse F0 ¼ expð�ðt � t0 � x=vÞ2=
4g2Þ is transformed by clearing up of the medium, when a ¼

ffiffiffiffiffiffiffiffi
e=e1

p
¼ 1:5.

The shape of the transformed pulse after the packet of n modulation cycles is
calculated according to the formulas Equations (11)–(14). In the calculation
the normalized variables t ! t=g and x ! x=ðv2gÞ, and the normalized du-
ration of the medium modulation cycle T ! T=g, and the normalized du-
ration of the disturbance interval of the cycle (on–off time ratio) T1 ! T1=g
are used.
The transformation of the pulse yields greater amplitudes even after the

first cycle of the modulation, as it can be seen from Fig. 5 where the time
behaviour of the forward and backward signals at the point where the change
of the medium begins simultaneously with the signal arrival is shown. The
opposite picture is observed on the inactivity interval, Fig. 6, on which
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darkening of the medium occurs. In both intervals the maximum of the
transformed forward signal delays with each next cycle.
More complex transformation of the signal pulse is observed at the point

where the medium change begins at the moment of the signal maximum that
are shown in Figs. 7–9 for various values of the cycle duration.

7. Complexity of the signals

In order to estimate how complex the signals are we calculated the ‘finite
statistical complexity’ measure of the signals. This approach of estimating the
complexity of dynamical process rests on such well-known theories as Kol-
mogorov–Chaitin algorithmic complexity (Li and Vitanyi 1993) and Shan-
non (1948) entropy. The formalism is called ‘computational mechanics’ and
was originated in the works by Crutchfield (1994), Crutchfield et al. (1989,
1990).

Fig. 5. Transformation of the pulse on the disturbance interval when the medium change beginning

coincides with the beginning of the pulse.
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First, a continuum signal is converted into a sequence of symbols from
predefined alphabet. Then, the ‘symbolic dynamics’ is analysed such that the
number of dynamical ‘patterns’ is extracted. The diversity of these patterns
and their interrelations define the resulting complexity. In other words, this
measure of complexity shows how much information is stored in the signal.
It also indicates how much information is needed to predict the next value of
the signal if we know all the values up to some moment in time. Intuitively,
two limiting cases have zero complexity in this framework: if a signal has
constant value at all times or when the signal is completely random. In both
cases no information about the previous evolution needed to predict the
signal at later times, it is either constant or random regardless of the pre-
vious values. All intermediate cases have a finite, non-zero value of com-
plexity.

Fig. 6. Transformation of the pulse on the inactivity interval when the medium change beginning coin-

cides with the beginning of the pulse.
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The procedure of ‘symbolization’ is illustrated in Fig. 10. The signal is
considered as a continuous function represented by the dots at the discrete
experimental data points. The alphabet is constructed by the partitioning and
for example for k ¼ 3 consists of three symbols: fs0; s1; s2g. The resulting
symbolic sequence is shown at the bottom row in Fig. 10. The procedure of
symbolization is described in detail in the Appendix B.
The algorithm of computing the finite statistical complexity follows the

method described in Perry and Binder (1999). It consists of considering the
symbolic subsequences of a finite length and analysing the ‘past’ and ‘future’
parts of them. The probabilities of various ‘futures’ are calculated as the
occurrence frequencies. Different subsequences form the dynamical ‘states’ of
the system and the time evolution is described as transitions between these
states with some probabilities. The finite statistical complexity is calculated
by the formula:

(a)

(b)

Fig. 7. Transformation of the pulse on the disturbance interval when the medium change beginning

coincides with the pulse maximum – the case of the short modulation cycle.
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C ¼ �
X

i

Pi log2 Pi; ð15Þ

where Pi is a probability of each dynamical state.
Dependence of calculated finite statistical complexities of the signals on the

number of the modulation cycles is shown in the insets in Figs. 5–9 as plots of
complexity versus partitions (see the algorithm of symbolization). Complexity
of the forward signal in the disturbance intervals of the modulation cycle that
begins at the moment of the signal arrival is shown in Fig. 5. Complexity
becomes smaller after the first two modulation cycles because the signal
becomes narrower. Then the signal widens and the ‘tails’ appear that

(a)

(b)

Fig. 8. Transformation of the pulse on the disturbance interval when the medium change beginning

coincides with the pulse maximum – the case of the middle modulation cycle.
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increases signal complexity. Complexity of the forward signal in the inactivity
interval changes insignificantly with number of cycles, Fig. 6. Complexity of
the forward signal in the disturbance intervals of the modulation cycles that
begin at the moment of the pulse maximum has a sharp jump after the first
two cycles and then it stabilizes, Figs. 7–9.
Complexity of the backward signal increases after the first modulation

cycle in all cases.
Low number of partitions corresponds to coarse-grained symbolizations

while high values extract more information from the continuous signal. The
complexity increases with the number of partitions and asymptotical be-
haviour at infinite number of partitions has a binary logarithm character
(Cover and Thomas 1991). Therefore we analyse the relative values of the

Fig. 9. Transformation of the pulse on the disturbance interval when the medium change beginning

coincides with the pulse maximum – the case of the long modulation cycle.
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complexity of different signals at some specified high value of the number
of partitions. The values of complexity for 25 partitions are reported in
Table 1.
Overall the complexity of the signals increases with the number of cycles.

However, in those cases when the signals get narrower keeping their shape

Fig. 10. Symbolization of a continuous signal. Only discrete data points (the dots) representing the

continuous signal (the solid curve) are available.

Table 1.

Number of cycles 0 1 2 3 4 5

T ¼ 8=5
Disturbance interval

Forward 3.30 2.33 2.70 3.34 4.30 4.60

Backward – 2.45 2.87 3.93 4.20 5.40

Inactivity interval

Forward 3.82 4.38 4.65 4.96 5.21 5.23

Backward – 3.53 3.99 4.42 5.13 5.44

T ¼ 2
Disturbance interval

Forward 1.24 1.24 2.23 3.84 4.57 4.51

Backward – 1.24 3.16 5.60 6.20 4.40

T ¼ 4
Disturbance interval

Forward 2.95 2.95 4.07 5.57 5.44 5.81

Backward – 0.81 3.42 5.66 5.61 5.72

T ¼ 8
Disturbance interval

Forward 2.95 2.02 4.51 5.19 5.67 5.55

Backward – 0.40 2.74 5.97 5.65 4.47
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the complexity may decrease (e.g. after the first cycle for the case of T ¼ 8
and 8/5). At higher number of cycles the increase of the complexity is ex-
plained by the appearance of the complicated tails at longer times even when
the main signal body remains narrow. The backward signals can be either
more complex than the forward ones or less complex as in the inactivity
interval for T ¼ 8=5 or in the disturbance interval for T ¼ 4.
In many cases the calculated complexity allows to quantitatively estimate

the relative informational contents of the signals. This is especially true in the
situations when it is impossible to judge by eye either when the signals have
simple and very similar shape, as in Figs. 5 and 6, or they are too complex to
compare, as in Figs. 7–9.

8. Conclusion

The Volterra integral equation approach allows obtaining an exact solution
to a problem of an accurate modelling of a transformation of an electro-
magnetic signal caused by a finite sequence of time cycles of medium pa-
rameters change. Each modulation cycle has a form of a rectangular pulse
and consists of disturbance and inactivity intervals. Investigations show
significant transformation of the electromagnetic signal by only a short se-
quence of cycles. It is shown that the forward signals have greater amplitude
in the intervals of medium clearing up. It is also shown an appearance of the
backward (reflected) signals that are inevitable result of the medium time
change.
The calculated measure of the complexity of the transformed electro-

magnetic signal increases with the number of modulation cycles. This mea-
sure allows to quantitatively estimate the relative informational contents of
the signals. This is especially true in the situations when it is impossible to
judge by eye either when the signals have simple and very similar shape or
they are too complex to compare.

Appendix A

An action of the resolvent operator is determined by the integral

RFn�1 ¼
Z t

ðn�1ÞT

dt0
Z1
�1

dx0 t; xjRjt0; x0h iFn�1ðt0; x0Þ: ð16Þ

The kernel of this operator is given by the inverse Laplace transform (Nerukh
et al. 1998)
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t; xjRjt0; x0h i ¼ � 1

2v1

Zgþi1
g�i1

dp
2pi

ðp � bÞ½ðp þ bÞ � a2ðp � bÞ�ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2 � b2

p
� exp ðp � bÞðt � t0Þ � jx � x0j

v1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2 � b2

p� 
ð17Þ

where g > b and the square root is taken such that Reðp2 � b2Þ1=2 > 0.
In the case when the conductivity of the medium is equal to zero the kernel

of the resolvent has a simple form

t; xjRjt0; x0h i ¼ � 1� a2

2

o

ot
dðv1ðt � t0Þ � jx � x0jÞ ð18Þ

Appendix B

The algorithm for the symbolization is as follows:
(1) Find the intersection points of a signal with the partition lines (for ex-

ample, t1; t2; t3 in Fig. 10), takes the first and the last points of the signal
as well (t0; t4).

(2) Find the smallest interval in time Dt (equals to the length of ½t0; t1� for this
example).

(3) For each interval find the number of symbols produced by this interval
by dividing its length by Dt.

(4) Form the final sequence by choosing the symbol from the partition space
where the signal falls between the intersection points (Fig. 10).
It is important to consider the intersection points ti as time interval

boundaries and not the data points themselves. Otherwise, if the data points
do not fall in the points of natural periodicity an artificial randomness is
introduced into the final symbolic sequence. Also, generating a sequence of
repeating symbols like the ones on the ½t1; t2� interval to our belief preserves
more information from the original signal.
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