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A novel framework for modelling biomolecular systems at multiple scales in space and

time simultaneously is described. The atomistic molecular dynamics representation is

smoothly connected with a statistical continuum hydrodynamics description. The

system behaves correctly at the limits of pure molecular dynamics (hydrodynamics) and

at the intermediate regimes when the atoms move partly as atomistic particles, and at

the same time follow the hydrodynamic flows. The corresponding contributions are

controlled by a parameter, which is defined as an arbitrary function of space and time,

thus, allowing an effective separation of the atomistic ‘core’ and continuum

‘environment’. To fill the scale gap between the atomistic and the continuum

representations our special purpose computer for molecular dynamics, MDGRAPE-4, as

well as GPU-based computing were used for developing the framework. These

hardware developments also include interactive molecular dynamics simulations that

allow intervention of the modelling through force-feedback devices.
1 Introduction

The entirety of physical processes in complex systems can be represented as
a hierarchical structure. The processes in chemical system, macromolecules, or
biological objects proceed simultaneously at different temporal and spatial
scales. Recently attempts have been made in building integrated models that
allow carrying out computer experiments simultaneously at several scales.1–3 This
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is especially important for biological objects, starting from protein molecules and
ending with human organs.4,5 This kind of model contains and exchanges
information between the components at different scales providing a more
complete picture and uncovering a qualitatively new phenomena.6,7

While statistical mechanics methods allow the description of the system as
a whole using average values, the direct implementation of models with different
levels of hierarchy demands understanding the physical behaviour of materials at
different levels. For example, in solid state physics interatomic interaction
models8 describe the type of bond formation and the structure of the material. On
the other hand, the method of nite elements, which completely ignores internal
atomistic structure, describes it as a continuum model.9

An example of such models applied to the physics of liquids is the Landau–
Lifshitz uctuating hydrodynamics.10 This model maps collective dynamics of the
continuum phase to the atomistic level. The hydrodynamic Landau–Lifshitz
equations (LL–FH) are classical continuum uid dynamics equations with added
stochastic ows. They include the statistical model of temperature uctuations
around the local equilibrium. The uctuations satisfy the equipartition
theorem.11 Combining this model with the method of molecular dynamics (MD),
which represents the atomistic approach (everything is determined through
interatomic interactions), allows construction of an hierarchical model. It is now
possible to take into account the atomistic character of the movements of the
molecules and the continuum approach for stochastic ows in a uid at the same
time.12–14 The application of this approach to the macromolecule–water system is
promising for studying the properties of proteins and their environment.

Historically one of the rst attempts to unify the continuum description of
liquids with their atomistic representation was the Langevin equation used for
the descriptions of the particle motion in continuum:

1

m
f ðtÞ ¼ du

dt
þ gu; (1)

where u is the velocity of the particle of massmmoving under the inuence of the
force f and g is the friction coefficient. The force is assumed to be random with
correlations determined by the expression where it is dened as a white noise:

hfi(t)fj(t0)i¼2Ddijd(t � t0), (2)

where

D ¼ mgkBT. (3)

The spectral density15 of the force is

1

3

�
f 2ðtÞ�

u
¼ 2D: (4)

It shows that D is a diffusion coefficient and at the same time it is the noise
intensity in the Langevin equation. The eqn (2,4) express the uctuation–dissi-
pation relationship.15

In the hydrodynamic limit the simultaneous uctuations at different locations
in space are not correlated and considered as white noise. To determine the
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uctuations of the local stresses and heat uxes in the case of continuous
hydrodynamic environment Landau and Lifshitz suggested a modication of the
classical Navier–Stokes equations in which the random variables are present. As
the development of Langevin's idea (1,2), the stochastic terms are determined
based on the uctuation–dissipation theorem,11 which provides the balance
between the uctuations in the system and its dissipative properties. When
numerically solving the uctuation hydrodynamics equations it is important to
keep this balance. If it is violated the system can either develop instability (with
the dominance of stochastic ows) or the value of the uctuations can be too
small (under the dominance of dissipative ows in the system).

For a correct transition between the MD (atomistic) and the hydrodynamic
(continuous) descriptions the correspondence of the statistics of uctuations in
both representations is required. This is computationally demanding because
some characteristics of the liquid are particularly slow converging (such as, for
example, the isothermal compressibility calculated using the derivative of the
pressure with respect to volume). This is especially true at the stage of framework
development as the equations at all levels have to be solved at the same time for
benchmarking. To overcome the computational difficulties two ways are possible.
The rst path uses inexpensive gaming platforms, the second one implements
supercomputers. We have used both in our work while developing our approach.

The widespread use of computer games has led to the rapid evolution of graphics
processors, the development of which is faster than the development of conventional
CPUs. The main complication for molecular modelling applications is the need in
soware coding that requires special knowledge. Nevertheless, the trend is such that,
possibly, the graphics processors will soon be one of the most attractive alternatives
for cheap and relatively high performance computing (HPC). Our results reported
below show high efficiency of GPU based computation in solving LL–FH equations.

The development of specialised petaops platforms is more difficult, but it has
a potential of fundamental breakthroughs in niche simulations such asmolecular
modelling as they can achieve timescales infeasible for any other hardware. The
current trend in peta- (and exa-) ops HPC can be divided into two classes, Fig. 1.
The rst uses general purpose CPUs and achieves high performance by utilising
Fig. 1 Time and space scales of biomolecular processes and the limits of MD simulation
feasibility.
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a very large number of computing nodes. An example of such a machine is the
K-computer built in RIKEN. The second class is built around specialised accel-
erators where the most time consuming molecular computation is performed on
the integrated chip, for example, the MDGRAPE or ANTON computers, Fig. 1. We
have used both types of supercomputers for generating MD data necessary in our
hybrid method development.

In this publication we report on the research of an international team in the
framework of a G8 project ‘Using next generation computers and algorithms for
modelling the dynamics of large biomolecular systems’ that includes the theo-
retical, computational, and engineering development of a framework for hybrid
multiscale atomistic/hydrodynamic modelling of liquid solutions. We rst
describe the main idea and theoretical implementation of the approach. Then,
the results on the method's numerical implementation as well as GPU and high
performance specialised computer MDGRAPE are provided.

2 Multiscale hybrid method
2.1 The general idea

Our model describing both hydrodynamic (continuous) and molecular dynamic
(discrete) components is based on the model of a miscible two-phase uid. The
computational domain is a double periodic box which is covered by a uniform
Eulerian grid and lled with Lagrangian particles. At some regions, HD and MD,
the liquid is described by purely hydrodynamic and purely Newtonian equations
of motion respectively. In the hybrid domain the uid consists of two “phases”,

Fig. 2. Phase 1 is a continuum phase with volume fraction s ¼ V1

V
, where V1 is the

volume of phase 1 and V is the total volume of the domain. Phase 2 is
Fig. 2 Hybrid hydrodynamics – molecular dynamics model and the hydrodynamic cell
(control volume).
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a hydrodynamic phase that incorporates molecular particles. Its volume fraction is (1
� s) and it is characterised by N, the number of particles per elementary volume dV.
The phase fraction s¼ s(x) is a function of space coordinates x such that s¼ 1 in the
HDdomain, s¼ 0 in theMDdomain, and it smoothly varies, 0 < s(x) < 1, in the hybrid
domain, Fig. 2. For each hydrodynamic cell the velocity u and the density r of the
hydrodynamic phase are dened. The averaged value of the atomistic velocities and
densities are also dened for each cell, up and rp, Fig. 2.

The equations of motion are derived from the equations of conservation of
total mass and momentum in each elementary Eulerian volume (control volume).
The coupling between HD and MD substances is established in the HMD region
by introducing the birth and death source terms for each substance. For deter-
mining the densities and velocities of the continuum phase the system of
Landau–Lifshitz equations is solved:

vr

vt
þ V r~uð Þ ¼ 0;

vri

vt
þ V rui~uð Þ ¼ Vj

�
~Pij þPij

�
;

vrE

vt
þ V rE~uð Þ ¼ Vj

��
Pij þ ~Pij

�
$ui

�
þ V

�
~qþ ~~q

�
; (5)

where the stress tensor consists of a deterministic part

Pij ¼ �(p � xV$~u)dij + h(viuj + vjui � 2d�1V~u$dij) (6)

and a stochastic part, a random Gaussian matrix with zero mean and the
covariance given by the formula�

~Pijðr1; t1Þ$ ~Pklðr2; t2Þ
�

¼ 2kBT

�
hðdijdik þ dikdjlÞ þ

	
hV � 2

3
h



�

� dijdjk

�
dðr1 � r2Þdðt1 � t2Þ: (7)

The stochastic stress tensor can be written explicitly11 as

~Pij ¼
ffiffiffiffiffiffiffiffiffiffiffi
2kBT

dtdV

r 	 ffiffiffi
2

p ffiffiffi
h

p
$G s

ij þ
ffiffiffi
d

p ffiffiffi
x

p tr½G �
d

E ij



; (8)

where G is the Gaussian randommatrix with zero mean and covariance hGijGkli ¼

dikdjl, Gs
ij ¼

Gij þ GT
ij

2
� tr½G�

d
Eij are symmetric random matrices with zero trace, Eij

is the identity matrix, tr[G] is the trace of the matrix. This form of correlation
follows from the equipartition theorem, which relates the thermal uctuations to
temperature.11

The averaged heat ux is

qa ¼ k$vaT, (9)

where k is the heat conductivity coefficient, x and h are the shear and
bulk viscosities, d is the dimensionality of the system. An additional
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stochastic heat ux also has zero mean and the covariance ux components are
dened by

h~qi(r1, t1)$~qj(r2, t2)i ¼ 2kBlT
2dibd(r1 � r2)d(t1 � t2)

or, explicitly,

~qi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2kBlT

2

dtdV

r
Gi: (10)

In our case the stochastic stress tensor and the stochastic heat uxes are
independent. For this reason in the following the heat ows are not considered.

The solution provides the correspondence between the averaged MD velocities
of the particles in the cell, the uctuating hydrodynamic ows, and the temper-
ature. Our method provides the equations that give matching values of the
particle velocities and the uid velocities.

2.2 Main governing equations of the method

We use the following notations: xi is the Cartesian coordinate component, ui is the
velocity component, r is the density,m is the mass, F is the force per unit Eulerian
volume V ¼ h,3 N is the number of particles per unit volume, and subindex p
stands for particle (MD model). Assume a summation over any index repeated
twice. For simplicity here we assume that space and time is uniform everywhere in
the MD and HD regions of the box. The mass conservation for the HD substance
of density r that occupies the partial volume 0 < s < 1 is

vðsrÞ
vt

þ vðuisrÞ
vxi

¼ J; (11)

with an equivalent to the conservation law:

sðrðtþ sÞ � rðtÞÞ þ
X
p

	
s

ðtþs

t

ruidt



dSb=V ¼ �

ðtþs

t

Jdt; (12)

where J and r represent the quantities averaged over the control volume, that is
the Eulerian “bin” for MD of volume V ¼ Vbin, area S and b is a coordinate
direction. J is the HD substance birth rate due to the coupling with MD particles
in the HD zone. A similar equation is formed for the MD substance that occupies
the partial volume (1 � s):

v

vt

 
ð1� sÞ

X
p

rp

!
þ v

vxi

 
ð1� sÞ

X
p

rpuip

!
¼ �J; (13)

where rp ¼ mp/V is the density of the MD particles. Again, this differential
equation is just a convenient form for the equation, which in practice is solved in
the conservation form

ð1� sÞ
 X

p

rpðtþ sÞ �
X
p

rðtÞ
!

þ
X
a

 
ð1� sÞ

ð ​ tþs

t

X
p

rpubp
dt

!
dSb

.
V ¼ �

ð ​ tþs

t

J dt; (14)
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where the ux divergence can be found from the MD statistic

X​
 
ð1� sÞ

ðtþs

t

X
p

rpubp
dt

!
dSb=V

¼
X
b

 
ð1� sÞ

 X
b�particles-out

rp �
X

b�particles-in
rp

!!
: (15)

By adding the same term
v

vt
ðð1� sÞrÞ þ v

vxi
ðð1� sÞruiÞ to both sides of equa-

tion of HD phase (11), it is rearranged to

v

vt
pþ v

vxi

ðuirÞ ¼ Jþ

þ v

vt
ðð1� sÞrÞ þ v

vxi

ðð1� sÞruiÞ:
(16)

The mass birth/death function J entering the balance laws is not arbitrary but
has to be determined in accordance with the modication of the MD equations. It
is assumed that in the HD zone the evolution of the coordinate xpi of each particle
is determined by its MD velocity obtained from the Newton law that takes into
account the two-phase force coupling, uNewtonip plus a correction. The correction is
needed to constrain the velocity of the particles to the HD value in the pure HD
limit s / 1:

dxpi

dt
¼ upi þ s

�
ui � uip

�þ
sð1� sÞaðxÞ v

vxi

 
~r�

X
p

rp

!

rp


NðtÞ;

~r ¼ srþ ð1� sÞ
X
p

rp:

(17)

Eqn (17) is equivalent to using a modied force potential in the usual MD
equations (although the explicit formula for the modied potential that produces
the corrected velocity eld is not possible to obtain explicitly from the pair
potential).

The momentum equation for the HD substance follows from the conservation
law:

vðsruiÞ
vt

þ v
�
ujuisr

�
vxj

¼ sFi þ J2; (18)

where J2 is the MD interaction force.
A similar conservation law for the MD particles per volume is:

v
�
ð1� sÞ

X
p

rpiupi

�
vt

þ
v
�
ð1� sÞ

X
p

rupiupj

�
vxj

¼

¼ ð1� sÞ
X
p

Fpi � J2;

(19)
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where Fpi ¼ FMD
pi ¼ vVp

vxi
, Vp-interparticle pair potential. In the above the HD force

is computed in accordance with the Landau–Lifshitz FH model:

Fi ¼ �v
�
Pij þ ~Pij

�
vxi

: (20)

Similar to the mass equation, the momentum birth/death function J2 entering
the balance laws is not arbitrary but has to be determined in accordance with the
modication of the MD equations, achieved by generalising the second Newton
law:

duNewton
pj

dt
¼ ð1� sÞFpj



r

þ v

vxi

 
sð1� sÞaðx; tÞ

X
p

upj


NðtÞ v

vxi

 
~r�

X
p

rp

!!

rp


NðtÞ�

� v

vxi

 
sbðx; tÞ v

vxi

 
~r~uj �

X
p

rpupj

!!

rp


NðtÞ; (21)

where the density is ~r ¼ sr + (1 � s)
P

rp, and the velocity is

~ui ¼ ½srui þ ð1� sÞ
X
p

rpupi�=~r, and a(x,t) ¼ a(x), b(x,t) ¼ b(x), for N(t) > 0,

otherwise b(x,t) ¼ 0.

3 Results
3.1 Results on the hybrid method

For computer simulations a system of 40k two-dimensional particles that interact
via the Lennard-Jones potential was chosen. The simulation area was a square
with periodic boundary conditions.16 Temperature and density corresponded to
water density at 122.4 K. The region was divided into 100 hydrodynamic cells,

Faraday Discussions Paper
Fig. 3 Velocity fields of MD (grey) and hydrodynamic (black) phases for s ¼ 0.6.
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Fig. 4 Same as in Fig. 3 for s ¼ 0.8.

Fig. 5 Curl of the velocity fields of MD (solid line) and hydrodynamic (dashed line) phases
for s ¼ 0.6.
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each of which had the value of the hydrodynamic density and temperature
derived from the Landau–Lifshitz FH model. Purely MD calculations were used
for equilibration, aer which the modied leapfrog formulae (21) and (17) were
used for integration. The coupling between the continuum phase (FH) and the
MD phase was performed at every 100 MD step (100 MD steps is equal to 1 FH
step). For several values of the model parameters s, a, and b the simulations of the
hybrid LL-FH/MD model have been performed. The parameters a and b were
chosen equal to 10 000 for efficient coupling between the phases.

The coupling parameter swas varied from zero to one. Fig. 3 and 4 show a typical
behaviour of the continuum phase and the molecular dynamics phase velocities ui
and

X
p

upi=NðtÞ. Also, the curl of the velocity elds is shown in Fig. 5 and 6. The

density elds are shown in Fig. 7 and 8. In all cases the MD and FH phases follow
each other. The best correspondence is achieved for s ¼ 0.8, as expected, since for
this case theMD particles act as almost passive traces that follow the hydrodynamic
ows, whereas for s ¼ 0.6 discrepancies between the elds are present.

The solutions for the two phases are driven to each other and the standard
deviation of the main variables converge to the reference values of the pure MD
solution, which is the same as that of the pure LL–FH solution. It should be
Fig. 6 Same as in Fig. 5 for s ¼ 0.8.
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Fig. 7 Density fields of MD (solid line) and hydrodynamic (dashed line) phases for s ¼ 0.6.
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stressed that comparisons of the eld values of the hybrid method with those of
pure MD (FH) are meaningless because the solutions are stochastic (chaotic) and
particular realisations of the elds are different. A meaningful comparison is
possible in the statistics of the uctuations of the eld values, which do match as
described above.

3.2 High performance molecular modelling: MDGRAPE

In multiscale simulations the computational speed is limited by high-resolution
parts due to the large differences in time and space scales. The basic time step of
an all-atom MD simulation is 1-2 fs, while those of hydrodynamics is of the order
of hundreds of picoseconds. Thus, we need to ll the gap of several orders of
magnitude in time scale. We have done this by using HPC.

The general CPU based supercomputers, such as the K-computer, are most
effective for simulating large molecular systems comprising millions of atoms. In
this case the scaling of the computation speed with the number of CPUs is very
good, Fig. 9. In contrast, the specialised computers allow faster calculations for
smaller systems, of the size of several thousands of atoms, Fig. 1. We have
developed such special-purpose computer systems for MD simulations named
This journal is © The Royal Society of Chemistry 2014 Faraday Discuss., 2014, 169, 285–302 | 295



Fig. 8 Same as in Fig. 7 for s ¼ 0.8.
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MDGRAPE,17 Fig. 10. The MDGRAPE computers were accelerators of non-bonded
force calculations.

Recently, the ANTON machine, which is also a special-purpose computer for
MD simulations, has been developed by D. E. Shaw research.18 They integrated the
non-bonded force accelerators, general-purpose processor cores, memories, and
network interfaces in a single System-on-Chip (SoC). The integration minimizes
the latency between these computing elements. As a result, it enables 100 times
better performance for small-scale systems than normal PC clusters and the high
performance of the full system can be achieved for systems as small as 10K atoms.
Thus, it enables 100 ps MD simulation per second for these systems.

The ability of enabling fast simulations of small systems is especially useful for
protein MD simulations as well as multiscale simulations. For this purpose we are
currently developing the fourth-generation machine, MDGRAPE-4, Fig. 11. The
MDGRAPE-4 also aims at achieving fast simulations of small systems. It is also
based on the SoC technology, similar to ANTON. The target performance is 100 ps
simulation per second for a system with 100K atoms. Currently, we have almost
nished the evaluation of the system board. We plan to nish the system in 2014
296 | Faraday Discuss., 2014, 169, 285–302 This journal is © The Royal Society of Chemistry 2014



Fig. 9 Scaling with the number of computation nodes for MD simulations using the K-
computer at RIKEN.

Fig. 10 The development of the GRAPE family accelerators (Gordon Bell Prizes won in
1995, 1996, 1999, 2000 (double), 2001, 2003, and 2006).
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when the soware development will be nalised. The latter will be based on
GROMACS and contain a C library set for accessing the GP core.

The calculation speed is critical for visual interaction with the simulated systems
since the time of data processing in a human brain and a visual system is of the
order of 10 ms. Thus, to enable real-time interactive simulations, we need the
performance of more than 30 frames per second and more than 300 simulation
steps per second. We have developed such a system using the previous generation
machine MDGRAPE-3, Fig. 12. In this system, only a few layers of water molecules
can be treated due to the performance limitation. A typical speed isz15 frames per
This journal is © The Royal Society of Chemistry 2014 Faraday Discuss., 2014, 169, 285–302 | 297



Fig. 11 The MDGRAPE-4 system board and System-on-Chip. The board has 8 SoCs and
48 optical transmitter/receiver for networking. The SoC has 8 nonbond force calculation
modules (PP), 8 general-purpose processor modules (GP) each of which has 8 cores,
memories (GM), and network interfaces (NIF).
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second for a z 150 residue globular protein. The multiscale simulation coupling
MD on the MDGRAPE-4 and FH on conventional CPU/GPU machines will enable
smoother and more precise visual simulations of solvated biomolecules.
3.3 GPU results

Another branch of HPC implementation of our framework uses GPU based
calculations. Because of the nature of stochastic simulations, it is the statistical
behaviour of the LL–NS equations which is relevant for the model rather than an
instantaneous solution. For statistical convergence of low frequencies typical of
the hydrodynamics uctuations, one needs a sufficiently long simulation time.
For example, the solution of the stochastic diffusion problem converges as

1ffiffiffiffiffiffi
Nt

p
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Fig. 12 Interactive MD simulation system using MDGRAPE-3. User can intervene simu-
lations using the 3D force-feedbacked joystick.

Fig. 13 (a) The amount of time one cycle takes on the GPU versus the number of cells (N).
(b) The ratio between the time it takes to execute one cycle on the CPU versus the time on
the GPU versus the number of cells in one direction of the cubed domain.

Paper Faraday Discussions
where Nt is the number of time steps of the simulation, which is typically of the
order of several millions to get the error in uctuations down to less than a few
percent.

For three-dimensional problems, this leads to considerable computational
times in case it is run in a serial manner based on a single computational unit
(CPU). On the other hand, the LL–NS Fluctuating Hydrodynamics equations are
well suited for an implementation in NVidia's CUDA. The latter allows one to
off-load the computations on to the Graphical Processing Units (GPU) with per-
forming massively parallel computations based on hundreds of computational
threads.

The basic idea behind computations on the GPU, using the terminology of
CUDA, are based on the fact that certain bits of code (kernels) can be executed
simultaneously in several blocks each containing hundreds of threads. The key
This journal is © The Royal Society of Chemistry 2014 Faraday Discuss., 2014, 169, 285–302 | 299
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for optimisation is to limit the request for the same memory space, resulting in
memory collisions and therefore high latency. In the case of the LL–NS equations,
each block of cells (e.g. 16 � 16) can be evaluated independently, where only the
single layer of boundary cells need to request memory space shared with other
blocks. This is similar to simple block domain decomposition. Besides the
different approach on how to access the computational arrays, the (C++) code
itself needs little change.

The GPU used in the current simulations of liquid argon at equilibrium
conditions is the NVidia Tesla C2075. Fig. 13 shows the amount of time it takes to
compute one cycle of the two-time-level Central Leapfrog algorithm for three-
dimensional LL–NS equations versus the number of cells of the computational
domain.

The dependency of the amount of workload increases linearly with the amount
of cells, i.e. a linear scaling if workload balance is achieved. It is also interesting to
compare this scaling with the workload based on a single CPU. Fig. 13(b) shows
how the GPU computation times compare to the computational times based on
a single core of an Intel Xeon E5-2609 processor. There are two “regimes” on the
CPU versus GPU comparison plot.

In the rst part of the curve 13 corresponding to relatively small job sizes, the
curve rises steeply indicating a sharp growth of efficiency when only a fraction of
the GPU threads are fully utilised and their competition for sharedmemory is low.
Aer all when GPU threads are fully engaged, the rate of the curve growth stag-
nates. The latter is likely to be caused by the fact that the system is reaching its
limit of available RAM (GPU dedicated 5GB versus CPU shared with system 6GB).
Nevertheless, as follows from this comparison graph, that the GPU can do the task
up to 300 times faster compared to one CPU core, or at best about 75 times faster
in comparison with the four-core CPU processor.

Because of the signicant speedup due to GPU implementation, the LL–NS
uctuating hydrodynamics simulations performed for this article took a few
hours rather than a week on the grids up to 10 million computational cells.
4 Conclusions

A theoretical framework that allows a correct hybridisation of the atomistic
(molecular dynamics) and continuum (hydrodynamics) representations of
a liquid system is described. The velocity and density elds of such hybrid
systems are calculated which demonstrate that the atoms can follow the contin-
uous ows without violating the conservation laws. Importantly, the framework
does not require any articial repulsive walls or forces that separate the repre-
sentations. Instead, the contribution of each representation is governed by an
arbitrary function of space and time. This allows the denition of different
domains, which can also move, containing different degrees of ‘atomisation’.
This can be used in simulating, for example, a protein surrounded by water that
gradually changes its representation from purely atomistic in the vicinity of the
protein to purely continuous far from it.

For implementing the framework, a special purpose accelerator, MDGRAPE,
has been used. The latest version of it, MDGRAPE-4, can achieve the 100 ps per
second performance for a 100K atoms system. The details of the system are
300 | Faraday Discuss., 2014, 169, 285–302 This journal is © The Royal Society of Chemistry 2014
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described and compared to other high performance computer systems used for
molecular modelling.

An implementation of the continuum uctuating hydrodynamics solver using
NVidia Tesla C2075 GPU is described. A very effective speed up in computation is
demonstrated.

Our current research is centred around the applications of the described
framework and its HPC implementation to water–protein realistic systems. We
expect the rst results of this work to be published by spring 2014.
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