HRV analysis of patients prone to atrial fibrillation using 
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Atrial fibrillation is the most common major cardiac arrhythmia and with age the risk of developing this arrhythmia is increased. Paroxysms of atrial fibrillation often precede the onset of more sustained atrial fibrillation. As the blood is not completely pumped out of the atria it may produce a clot which can lead to a stroke. It is clinically important to develop accurate predictors of the acute onset of paroxysmal atrial fibrillation (PAF) for the prevention of atrial arrhythmias using various atrial pacing techniques.
For the purpose of discrimination of patients prone to atrial fibrillation and possible prediction of the onset of atrial fibrillation, algorithms have been developed for the extraction of HRV data from ECG recordings using the frequency spectra of RR variability as an input to an artificial neural network. The physionet PAF prediction challenge database and normal sinus rhythm RR database were used [1]. 

To extract HRV data from ECG recordings the application of continuous and fast discreet wavelet transforms was used. This approach produces precise measurements despite the noise present in ECG data and variations in healthy and diseased cardio cycle waves. Power spectral density (PSD) spectra were calculated from extracted 30 minutes RR interval sequences in the range of 0.01-0.4Hz. PSD spectra were then used as input data to the artificial neural network consisting of 1 input, 3 hidden and 1 output layers. Several normalization methods were used for training data [2]. One neural network was trained to discriminate between patients prone to PAF and healthy patients. The training set contained 45 HRV records of patients prone to PAF and 635 healthy HRV recordings. Another network was used to predict the onset of PAF. The training set contained 21 HRV records immediately preceding PAF and 658 records of healthy and distant from PAF. The validation set was composed of 20% of the records from the test set. 

The classification on the test set from the PAF database consisted of 48 HRV records and produced 68.7% accuracy, 74.0% sensitivity and 61.9% specificity for PAF screening. The min-max normalization was used. The classification on the test set for PAF prediction consisted of 175 HRV records produced 68.57% accuracy, 69.3% sensitivity and 68.2% specificity with min-max normalization and 61.7% accuracy, 81.6% sensitivity and 53.9% specificity with sigmoidal normalization. Testing on 6385 HRV 30 minutes excerpts from a normal sinus rhythm database for both networks produced 83.3% and 87.1% of correct classifications.
Training and testing was also implemented for PAF prediction on 20 minutes HRV data 10 minutes distant from PAF. The training set consisted of 78 HRV records 10 minutes distant from PAF and 1997 records of normal and PAF patients. The classification on the test set for PAF prediction consisted of 175 HRV records and produced 65.1% accuracy, 67.3% sensitivity and 64.2% specificity with energy normalization.
Results obtained for PAF screening and prediction are quite good indicating high values for both sensitivity and specificity. This method is sufficiently simple and can be implemented in portable devices for PAF risk assessment several minutes in advance. However additional data for testing is required to corroborate its clinical importance. 
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